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a b s t r a c t 

Properly drawing clustered networks significantly improves the visual readability of the meaningful struc- 

tures hidden behind the associated abstract relationships. Nonetheless, we often degrade the visual qual- 

ity of such clustered graphs when we try to annotate the network nodes with text labels due to their 

unwanted mutual overlap. In this paper, we present an approach for aesthetically sparing labeling space 

around nodes of clustered networks by introducing a space partitioning technique. The key idea of our 

approach is to adaptively blend an aesthetic network layout based on conventional criteria with that ob- 

tained through centroidal Voronoi tessellation. Our technical contribution lies in choosing a specific dis- 

tance metric in order to respect the aspect ratios of rectangular labels, together with a new scheme for 

adaptively exploring the proper balance between the two network layouts around each node. Centrality- 

based clustering is also incorporated into our approach in order to elucidate the underlying hierarchical 

structure embedded in the given network data, which also allows for the manual design of its overall 

layout according to visual requirements and preferences. The accompanying experimental results demon- 

strate that our approach can effectively mitigate visual clutter caused by the label overlaps in several 

important types of networks. 

© 2017 Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

t  

N  

l  

i  

o  

w  

s  

t  

g

 

m  

c  

e  

c  

m  
1. Introduction 

Networks can successfully capture meaningful features hid-

den behind abstract data, such as social friendships, research co-

authorships, co-purchasing relationships, etc. They represent such

abstract data in a visually plausible manner by schematizing indi-

viduals/entities as the nodes and their relationships as the edges.

Thus, visualizing the associated networks is considered a promising

approach to enhancing the readability of the underlying abstract

relationships. 

Many important techniques have been developed for aestheti-

cally laying out the networks on the screen space while avoiding

unwanted node overlaps and edge crossings. The force-directed ap-

proach is one such representative technique; it applies repulsive

and attractive forces to the nodes and edges of the network and
� A preliminary version of this work was presented at the 20th International Con- 

ference on Information Visualisation, July 19–22, 2016, Lisbon, Portugal. 
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hen seeks the finalized network layout as its equilibrium state.

onetheless, once we try to annotate the network nodes with text

abels, we inevitably struggle against distracting visual clutter aris-

ng from the occlusions of such annotation labels due to the lack

f labeling space around the respective nodes. This becomes even

orse when handling densely connected networks. Incorporating

pace-partitioning techniques may mitigate such visual clutter, al-

hough it incurs edge overlaps as another problem and often de-

rades the networks’ original aesthetic layouts. 

This is also true for clustered networks that reflect small com-

unities inherent in the given abstract data. In fact, it is often the

ase that we first identify a set of representative small clusters in

ach network and rearrange its layout to specifically visualize such

lusters. Labeling the nodes of such hierarchical networks while

aintaining the corresponding structural layouts will be useful, in

he same way as that for the aforementioned ordinary networks,

or ensuring better readability of the underlying characteristics of

he network data. 

This paper presents an approach to overlap-free network la-

eling by sparing sufficient labeling space around the network

odes [1,2] . This is accomplished by seeking an adaptive com-

https://doi.org/10.1016/j.jvlc.2017.09.008
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mailto:hsiang.yun.wu@acm.org
mailto:takahashis@acm.org
mailto:ishidar92@gmail.com
https://doi.org/10.1016/j.jvlc.2017.09.008


H.-Y. Wu et al. / Journal of Visual Languages and Computing 44 (2018) 106–119 107 

Fig. 1. Network layouts of social relationships between dolphins [3] . (a) A simple force-directed network layout and (b) the corresponding layout obtained by our approach. 

(c) A clustered version of the force-directed network layout and (d) the corresponding layout obtained by our approach. Annotation labels in red have overlaps with others. 

Edges in orange indicate node connections contained in the same cluster obtained by the centrality-based network decomposition. (For interpretation of the references to 

color in this figure legend, the reader is referred to the web version of this article.) 
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romise between the layouts obtained through the conventional

orce-directed approach and through centroidal Voronoi tessella-

ion. An anisotropic Chebyshev distance metric is incorporated into

he Voronoi tessellation in order to fully respect the rectangular

hapes of text labels associated with the network nodes. Further-

ore, as an optional preprocess, centrality-based network analy-

is is introduced so that we can extract representative small clus-

ers in the network to better reflect the underlying structures into

he network layout. An extension of the aforementioned overlap-

ree labeling to this class of clustered networks will be formu-

ated to maximally retain such hierarchical layouts. Experimental

esults are provided to demonstrate how effectively the proposed

pproach can annotate several typical types of networks. 

Fig. 1 demonstrates that our approach can annotate network

odes with text labels without unwanted overlaps, even for an or-

inary network and its clustered version. By simply applying the

onventional force-directed approach, we cannot fully avoid over-

aps between the annotation labels ( Fig. 1 (a)). By contrast, our ap-

roach, with the help of space partitioning, can successfully spare

nough labeling space around the respective nodes ( Fig. 1 (b)). The

lustered version is more likely to have mutual overlaps between

he node labels due to the space limitation ( Fig. 1 (c)). Even in this

ase, our approach allows us to effectively rearrange the node la-

els while retaining the original clustered structure for better read-

bility of the corresponding abstract relationships ( Fig. 1 (d)). 

The remainder of this paper is organized as follows. First, we

onduct a brief survey of related work in Section 2 . In Section 3 ,

e then present our idea of blending network layouts with that

btained by space partitioning in order to mitigate label over-

aps. The enhancement of distance metrics in space partitioning

o fully respect the rectangular shapes of the text labels is cov-

red in Section 4 . We describe the details of our algorithm for

daptively blending the two network layouts by individually con-

rolling the blending ratio associated with each network node in

ection 5 . In Section 6 , we extend this technical formulation for

imple networks to clustered networks, basing our approach on

he centrality-based network decomposition for inferring underly-

ng hierarchical structures. After applying our approach to several

ypical types of networks as experimental results in Section 7 , we

onclude this paper in Section 8 . 

. Related work 

In this section, we review the research most relevant to this

tudy and classify it into two categories: network visualization and

abel annotation. 
.1. Network visualization 

Network visualization has been intensively investigated due to

ts technical importance. In practice, it facilitates our understand-

ng of the complicated relationships embedded in abstract net-

ork data, including social friendship between individuals, co-

uthorships between scientific researchers, co-purchase links on

nternet marketing, etc [4] . Improving network readability, as well

s reducing its visual complexity, has been an important research

hallenge, and several advanced network visualization techniques

ave been developed for this purpose. 

As the pioneering physically based graph drawing algorithms,

he force-directed approach [5,6] was developed to simulate dy-

amics of network behavior and is widely used to arrange aes-

hetic layouts of networks. The associated algorithms usually

odel the network nodes as particles with electronic charges and

dges as coil springs, in order to optimize the network layout as

he equilibrium state of attractive and repulsive forces arising from

ooke’s law and Coulomb’s law [7] . This scheme maximally avoids

nequal distribution of nodes and unwanted crossings between the

dges, and thus naturally leads to an aesthetic layout of the net-

ork from a physical point of view. 

The physical model of the conventional force-directed approach

as improved by Hu [8] , who introduced multilevel representa-

ion of the network based on octrees in search for its optimal lay-

ut. Simonetto et al. [9] accelerated the computation of the model

o realize interactive control of aesthetic criteria for network vi-

ualization. The aesthetic aspects of network layouts were empiri-

ally investigated through the analysis of human drawings for net-

orks [10] and their clustered versions [11] . Eye-tracking experi-

ents were conducted to explore the aesthetic criteria of the net-

ork layouts [12] . Additional criteria were incorporated to visually

iscriminate cluster structures embedded in networks [13–15] and

heir 3D representations [16] . 

.2. Label annotation 

Although the force-directed algorithms provide visually pleasing

ayouts of network nodes in general, they cannot explicitly exclude

utual overlaps between text labels associated with the network

odes. To directly solve this problem, techniques were further in-

ented that explicitly control the available space around the net-

ork nodes so that we can insert rectangular annotation labels.

mong these techniques, Dwyer et al. [17] maximized space cover-

ge of the screen space by rearranging the annotation labels while

aintaining the relative positions of nodes with respect to the hor-

zontal and vertical directions. Another relevant approach was pro-
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posed by Gansner et al. [18] , who extended the aforementioned

physical model by introducing a stress factor to generate sufficient

labeling space around each node. Note that these approaches can

be categorized as postprocessing approaches that faithfully respect

the original network layouts specified by users or derived from

available layout algorithms. The D3 library [19] , which is well-

known advanced tool for information visualization, enables us to

detect collisions between network node labels, although it does not

completely maintain their relative positions. 

Moreover, space-partitioning techniques such as Voronoi tes-

sellation have been introduced to properly prepare space for an-

notation labels. They help us improve the allocation of labeling

space while respecting the precomputed network layouts, such

as those obtained by the conventional force-directed approach.

Voronoi tessellation is widely employed for this purpose be-

cause it allows us to spare more space around the given sam-

ples according to their spatial density. Pulo [20] proposed the

concept of recursive Voronoi tessellation to introduce more la-

bels to the conventional forced-directed approach in the context

of network visualization. Another application along these lines

was developed by Wu et al. [21] , who used weighted Voronoi

tessellation for space decomposition, specifically for embedding

annotation labels around schematized metro networks. More-

over, Brivio et al. [22] incorporated centroidal Voronoi tessella-

tion to evenly distribute image sets within the limited screen

space. 

Indeed, centroidal Voronoi tessellation is useful for more ag-

gressively sparing space around each network node in the force-

directed layout. This is because centroidal Voronoi tessellation usu-

ally equalizes the areas of Voronoi cells by moving each sample to

the center of the corresponding cell. Thus, this is more likely to

rearrange sufficient space around each node and can avoid unnec-

essary overlap between the annotation labels. For example, Lyons

et al. [23] iteratively applied additional forces originating from

centroidal Voronoi tessellation to move the labels while keeping

the network layout sufficiently close to the original one. Gansner

and North [24] introduced a new force extracted from centroidal

Voronoi tessellation and resolved the overlap between annota-

tion labels as a postprocess. Nevertheless, such existing approaches

usually compose the Voronoi tessellation only once during the

network annotation and thus often limit the merit of the space-

partitioning techniques insofar as they introduce redundant label-

ing space to resolve the associated label conflicts. Notably Didimo

and Montecchiani [25] recently employed space partitioning based

on conventional parallel-axis treemaps to explore network layouts.

This could potentially be applied to our problem, although it does

not provide enough degrees of freedom in the placement of node

labels in the screen space. 

Other labeling techniques, such as internal and external labeling

techniques, are also relevant to our work. Internal labeling places

annotation labels close to the target network nodes whereas exter-

nal labeling attempts to place annotation labels in the predefined

regions, usually boundary regions around the central content win-

dow. For practical applications, algorithms have also been devel-

oped specifically for annotating schematic networks such as rail-

way and metro maps [26–28] . The conventional force-directed ap-

proach itself has also been extended to the map-labeling problem:

mutual overlap between the labels was removed by iteratively ap-

plying repulsive forces inherited from the Coulomb model [29] . 

In this study, we explore a hybrid approach of force-directed al-

gorithms and Voronoi-based space-partitioning techniques, which

means that we pursue an adaptive compromise between the two

techniques. Furthermore, hierarchical network structures are intro-

duced for better control of the overall network layouts. 
. Overlap-free annotation of networks 

As described earlier, our approach can be considered a hybrid

ne in the sense that it examines a reasonable compromise be-

ween the network layouts obtained by the conventional force-

irected algorithm and those by the centroidal Voronoi tessella-

ion. In our implementation, we initialize the network layout us-

ng the force-directed algorithm and then gradually adjust the

ode positions accordingly, so that the layout remains similar to

he simple force-directed one after introducing forces inherited

rom the centroidal Voronoi tessellation. This section first explains

he force-directed formulation and centroidal Voronoi tessellation,

hich is followed by our proposed hybrid approach for seeking a

easonable compromise between the forces provided by the two

ayout approaches. 

.1. Force-directed algorithm 

To establish an effective initial layout, we employ the conven-

ional force-directed algorithm. Suppose that we have n network

odes v 0 , v 1 , . . . , v n −1 . We introduce the force-directed model,

hich simulates the physical dynamics of a coil spring to each

dge. This is usually formulated using Hooke’s law, as follows: 

 d ( v i , v j ) = k d (| v j − v i | − l 0 )( v j − v i ) , (1)

here k d represents the constant of the spring, l 0 is the original

ength of the spring, and | v i − v j | is the Euclidean distance be-

ween the connected end nodes v i and v j . In our implementation,

 d is set to be 1.0 by default, and l 0 is set to be inversely propor-

ional to the number of network nodes within the screen space. In

his formulation, we apply the attractive force to all the pairs of

odes that are connected by edges. 

Moreover, each node (i.e., v i ) is assumed to have an electrical

harge and takes a repulsive force exerted by another node (i.e.,

 j ) according to the corresponding distances, which is defined as 

 r ( v i , v j ) = −k r ( v j − v i ) / | v j − v i | 2 , (2)

here k r corresponds to the electric force constant (i.e., Coulomb’s

onstant) and set to be 0.1 by default in our setup. In summary, we

ompute the sum of these attractive and repulsive forces to each

etwork node as 

 s ( v i ) = 

∑ 

j∈ N i 
F d ( v i , v j ) + 

∑ 

k ∈ V −{ i } 
F r ( v i , v k ) , (3)

here N i represents an index set of nodes adjacent to v i and

 − { i } represents an index set of all the nodes, excluding i . We

pply this force to each node until the network layout achieves

n equilibrium state, where we can empirically generate a visually

lausible result that avoids excessive visual clutter, such as edge

rossings. Unfortunately, even with this force-directed approach,

e cannot fully avoid overlaps between the nodes if they are as-

ociated with rectangular text labels, as shown in Fig. 2 (a). In our

lgorithm, we use this layout as an initial state for exploring opti-

ized layouts of such an annotated network. 

.2. Centroidal Voronoi tessellation 

Centroidal Voronoi tessellation allows us to effectively dis-

ribute seed points uniformly within a finite domain, and it can

hus potentially mitigate unwanted overlaps between node labels.

n centroidal Voronoi tessellation, we usually partition the space

y repeatedly conducting three steps: 

1. Compute the Voronoi tessellation with seed points 

2. Identify the barycenter of each Voronoi cell 
3. Move a seed point to its corresponding barycenter 
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Fig. 2. Label placement of an artificial product co-purchasing network obtained by 

(a) the conventional force-directed algorithm and (b) centroidal Voronoi tessella- 

tion. 
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These steps are repeated until we can finalize the uniform par-

itioning of the domain. 

In Step 1), we first compute the Voronoi tessellation by refer-

ing to the coordinates of each node v i as a seed point. To com-

ose the Voronoi diagram, a hardware-assisted algorithm [30] is

mployed that accelerates the computation by placing 3D cones of

ifferent colors centered at the given seed points and projecting

hem onto the screen from the top. The barycenter of the Voronoi

ell around v i is computed as g ( v i ) in Step 2). In our implemen-

ation, the system scans the frame buffer to collect a set of pix-

ls of the specific color for each Voronoi cell and computes the

arycenter as the average of the corresponding pixel coordinates.

n Step 3), each seed point v i is moved to the barycenter of the cor-

esponding Voronoi cell g ( v i ) to uniformly distribute them within

he screen space. This amounts to applying the following forces to

ach node v i : 

 v ( v i ) = C( g ( v i ) − v i ) , (4) 

here C is a predefined constant that controls the strength of this

orce and is set to be 10 by default in our implementation. 

These three steps are repeated until each seed point (i.e., net-

ork node) reaches its equilibrium position. Fig. 2 (b) depicts an

xample, in which the network nodes, together with their labels,

re displaced using centroidal Voronoi tessellation. 

.3. Hybrid approach 

As shown in Fig. 2 (a), the conventional force-directed algorithm

an successfully alleviate visual clutter while it cannot explicitly

pare sufficient space around the network nodes. Thus, the associ-

ted node labels may overlap with each other, especially when the

etwork is unexpectedly dense in its topological connectivity. On

he other hand, although centroidal Voronoi tessellation provides

s with an effective means of uniformly distributing the network

odes, it is more likely to align the nodes along the horizontal and

ertical directions and cannot fully eliminate visual clutter includ-

ng edge overlaps, as shown in Fig. 2 (b). Thus, our challenge here

s to seek a plausible compromise between the two layouts. We are

ble to achieve this compromise by smoothly transforming the ini-

ial force-directed layout to that based on centroidal Voronoi tes-

ellation [1] . 

We accomplish this goal by applying the weighted sum of the

orces exerted by the two algorithms (cf. Eqs. (3) and (4) ) to each

ode v i , as follows: 

 h ( v i ) = (1 − α) F s ( v i ) + αF v ( v i ) , (5) 

here α is the blending ratio between the two forces. Further-

ore, to maximally retain the spatial layout obtained through the
orce-directed algorithm, we start with α = 0 and then gradually

ncrease it so that we can smoothly transform the initial layout

o that of centroidal Voronoi tessellation. This is accomplished by

omputing the total sum of the forces in Eq. (5) every time we dis-

lace the network nodes and by updating the weights by a small

mount δ once the sum becomes less than a predefined threshold.

n our approach, δ is set to be 0.02 by default. This allows us to re-

pect the original layout of the network while sparing more space

round the nodes for their annotations. 

Fig. 3 shows how we can transform the initial network layout

y incorporating the influence of centroidal Voronoi tessellation, in

hich the overlaps between the network nodes are gradually re-

olved during the transition while respecting the relative positions

f the network nodes in the original layout. In our approach, we

rst increase α to 0.6, and further increase it up to 0.9 if we still

ave overlaps between node labels in the network. This also helps

s avoid unwanted edge overlaps, which often arise from layouts

ased only on centroidal Voronoi tessellation, as shown in Fig. 2 (b).

. Enhancements of distance metrics 

In this section, we detail several enhancements in our choice of

istance metrics. We made these enhancement to establish a bet-

er arrangement of annotation labels. We also describe additional

nhancements, which were made to guarantee the overlap-free

etwork labeling and to control the placement of labels through

anual intervention. 

.1. Selection of the distance metric 

As the text annotations, rectangular labels are commonly em-

loyed to provide concise explanations for the respective network

odes. Here, we have tested the Euclidean, Manhattan, and Cheby-

hev distances in order to identify the most appropriate distance

etric when placing these rectangular node labels. 

Suppose that we consider the distances between the two nodes

 i = (x i , y i ) and v j = (x j , y j ) . In fact, these three types of distances

re defined as follows: 

 E ( v i , v j ) = 

√ 

(x 1 − x 2 ) 2 + (y 1 − y 2 ) 2 (6) 

 M 

( v i , v j ) = | x 1 − x 2 | + | y 1 − y 2 | (7) 

 C ( v i , v j ) = max (| x 1 − x 2 | , | y 1 − y 2 | ) (8) 

ere, the distance metrics d E , d M 

, and d C correspond to the Eu-

lidean, Manhattan, and Chebyshev distance metrics, respectively.

ig. 4 presents the comparison between screen space Voronoi tes-

ellations based on these three distance metrics. Recall that the

oronoi tessellation based on the Euclidean distance can be com-

osed by arranging 3D cones centered at the respective nodes and

rojecting them from the top [30] , as shown in Fig. 4 (a). Intuitively,

he tessellation based on the Manhattan distance can be gener-

ted by replacing the cones with 3D square pyramids, in which

he sides of each basement square are aligned with diagonal di-

ections on the screen space, as presented in Fig. 4 (b). By con-

rast, the Chebyshev distance transforms the Voronoi tessellation

y placing 3D square pyramids, in which the sides of the base-

ent are aligned with horizontal and vertical directions, as shown

n Fig. 4 (c). 

It is clear from Fig. 4 that the Chebyshev distance metric is

ore likely to produce rectangular Voronoi cells, as opposed to the

olygonal and diamond cells generated by the Euclidean and Man-

attan distance metrics. In this sense, the Chebyshev distance met-

ic is preferable, because the node labels best fit the shape of the
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Fig. 3. Transition from the force-directed layout to that of centroidal Voronoi tessellation. (a) α = 0 . 1 . (b) α = 0 . 3 . (c) α = 0 . 5 . (d) α = 0 . 7 . (e) α = 0 . 9 . Here, (1 − α) and α

represents the weights of the force-directed algorithm and centroidal Voronoi tessellation. 

Fig. 4. Network layouts based on centroidal Voronoi tessellation with the three dis- 

tance metrics. (a) Euclidean distance. (b) Manhattan distance. (c) Chebyshev dis- 

tance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Network layouts based on centroidal Voronoi tessellation when the aspect 

ratios of text labels are considered individually in terms of nodes. (a) Euclidean 

distance. (b) Manhattan distance. (c) Chebyshev distance. 
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corresponding Voronoi cells. However, the metric still often fails to

completely enclose the rectangular labels, which will be discussed

in the next section. 

4.2. Distance anisotropy in sparing labeling space 

As the network layout in Fig. 4 (c) shows, the text label “Dar-

jeeling tea” exceeds the boundary of the allocated Voronoi cell. Be-

cause this label contains many letters, and thus its shape is hori-

zontally longer than other labels. This observation leads us to the

idea of adaptively changing the aspect ratios of such Voronoi cells

according to the size of the corresponding text labels. In our ap-

proach, this is achieved by incorporating an appropriate anisotropic

metric, which is a modified version of the Chebyshev distance met-

ric: 

d ′ C ( v i , v j ) = max (| x 1 − x 2 | , α| y 1 − y 2 | ) , (9)

where α indicates the aspect ratio of the horizontal side of the

corresponding label with respect to its vertical side. 

Nonetheless, exactly computing the distance based on this met-

ric is quite difficult if we locally change the aspect ratio by re-

ferring to the labels of the network nodes contained in the lo-

cal neighborhood. Instead, in our approach, we approximate this

anisotropic Chebyshev distance metric by scaling the square base-

ment of the 3D pyramid according to the aspect ratio of the cor-

responding node label when composing the Voronoi tessellation.

This means that the basement of the 3D pyramid at each node will

be horizontally extended to fully accommodate the annotation la-

bel within its Voronoi cell. This is possible because we can count

the number of letters in each text label and compute the corre-

sponding aspect ratio beforehand. Fig. 5 shows the Voronoi tessel-

lations using the anisotropic versions of the three distance metrics.

In particular, the Voronoi cells in Fig. 5 (c) respect the aspect ratios

of the corresponding text labels and are best fit to their shapes

among the three metrics. 

We also tested the three distance metrics and their anisotropic

versions by investigating how many labels they can accommo-

date without overlaps within the fixed screen space, as shown in
ig. 6 . The comparison indicates that the anisotropic version of the

hebyshev distance metric is the best in the sense that the asso-

iated Voronoi tessellation successfully accommodate the largest

umber of labels without unwanted occlusions. We therefore de-

ided to employ this distance metric when composing the Voronoi

essellations of the screen space for annotation purposes. 

.3. Computing overlaps among the labels 

In order to fully guarantee overlap-free label annotation over

he networks, we compute the sum of overlaps between the labels

uring the transformation of the network layout. Suppose that the

wo labels at v i and v j have a rectangular overlapping area, where

 ij and h ij represent the horizontal and vertical sides of that area,

espectively. In this setup, we can compute the two sides of the

abel overlap as 

 i j = max { 0 , min { w i / 2 + w j / 2 − | x i j | , w i , w j }} , (10)

 i j = max { 0 , min { h i / 2 + h j / 2 − | y i j | , h i , h j }} , (11)

here w i and h i represent the width and height of the label at v i ,

espectively, and w j and h j are those of v j . In addition, x i j = | x i − x j |
nd y i j = | y i − y j | . Now, we can sum up w ij · h ij for all the pairs of

he nodes v i and v j to compute the total area of the label over-

aps. If the sum of the overlaps vanishes, we can stop the iterative

ransformation of the network layout, because at that point we can

ully guarantee the occlusion-free label annotation. 

.4. Selective annotation of network nodes 

We also equipped our prototype system with an interface for

nteractively selecting network nodes to be annotated even when

he layout transformation is still in progress. Users can select a sin-

le node by clicking it with a mouse or a group of nodes by enclos-

ng a rectangular region with a box interface. This often facilitates

ttempts to manually control the placement of specific nodes, and
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Fig. 6. Label packing based on centroidal Voronoi tessellation. Labels colored in red have overlap with other labels. The choice of the distance metric and anisotropy has 

a significant impact on the number of occluded labels. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this 

article.) 

Fig. 7. Comparison between the layouts of annotated social networks of dolphins [3] . (a) Layout obtained by centroidal Voronoi tessellation. (b) Transforming a single ratio 

to blend the entire layout. Transforming individual ratios individually at the network nodes to adaptively blend the layout using (c) the Laplacian filter and (d) the two-step 

filter. Note that the original force-directed layout is shown in Fig. 1 (a). 
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specially clusters when annotating clustered networks. We also

llow users to arbitrarily zoom in/out and translate the network

n order to facilitate fine tuning of the network annotation on a

imited screen space. 

. Adaptively blending network layouts 

The formulation we have developed so far is designed to in-

erpolate between the two layouts obtained by the conventional

orce-directed approach and centroidal Voronoi tessellation, by em-

loying a single ratio for blending the entire layout at all the net-

ork nodes [1] . However, this often incurs redundant space for la-

eling, especially around sparsely distributed nodes, as shown in

ig. 7 (b). This implies that inappropriate design of the blending ra-

ios often degrades the quality of the network layout because the
nitial aesthetic layout cannot be plausibly retained. In this section,

e detail how we transform the blending ratios individually at the

etwork nodes, which leads to a better equilibrium state between

he incorporated force-directed algorithms and centroidal Voronoi

essellation. 

.1. Laplacian smoothing for adjusting blending ratios 

The problem of uniformly blending the aforementioned two

orces is to explore the global compromise between the force-

irected layout and that obtained from centroidal Voronoi tessel-

ation with only the single blending parameter. This is explained

y the fact that the density of the network nodes spatially changes

ithin the screen space and thus the demand for additional la-

eling space differs accordingly. Empirically, it is better to find a
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Fig. 8. Difference between network layouts obtained by (a) the conventional force-directed approach, (b) Laplacian smoothing with the Euclidean distance metric, (c) Taubin’s 

two-step smoothing with the Euclidean distance metric, and (d) Taubin’s two-step smoothing with the Chebyshev distance metric. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Definition of the k -neighbors around the node. 
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local compromise that adaptively introduces the additional space

around each node according to the demand. This leads us to the

idea of propagating such space allocation request from one node to

its neighbors by preparing the blending parameter for each node. 

Let us summarize a naïve scheme for spreading the change in

the blending ratios as follows. First, we compute the initial net-

work layout with only the conventional force-directed approach.

We then adaptively adjust the blending ratio of each network node

to find an acceptable local equilibrium state between the two lay-

outs. For example, let us denote the blending ratio of v i by αi . We

can implement adaptive blending of the two layouts by increasing

αi by a small amount (0.02 by default in our implementation), if

the annotation label of v i still needs more space for its placement.

Furthermore, we smooth out αi with the blending parameters of

its neighbors so that we can propagate the space allocation request

to the nodes in its vicinity. In our implementation, we initialize the

blending ratio αi to 0.0 and iteratively update it through the local

smoothing process until the label overlaps are fully resolved. 

As for the smoothing process, we apply the typical Laplacian

smoothing approach at this stage to find the smooth transition of

the blending ratios. This is achieved by updating αi to α
′ 
i 

using the

following equation: 

α′ 
i = 

∑ 

j∈ N i 
α j / | N i | , (12)

where N i represents an index set of the neighbor nodes around

v i and | N i | indicates its size, respectively. This amounts to replac-

ing the previous blending ratio at v i with the average ratios of its

neighbors. The results obtained by the Laplacian smoothing opera-

tion are shown in Fig. 7 (c). 

5.2. Two-step smoothing for adjusting blending ratios 

In practice, Laplacian smoothing successfully transforms an ini-

tial network layout obtained by the conventional force-directed ap-

proach ( Fig. 8 (a)) to a visually acceptable one ( Fig. 8 (b)). However,

the resultant network still contains redundant space around the

network nodes, especially when they are sparsely arranged in the

screen space. This is because the blending ratios will be excessively

smoothed out when we apply Laplacian smoothing many times. 

In order to preserve the original distribution of the blending

ratios at the respective nodes to a certain extent while prop-

erly smoothing them out, we employed Taubin’s two-step smooth-

ing [31,32] instead. The advantage of this smoothing operation is

that it works as an approximate low-pass filter and thus never in-

curs unwanted shrinkage problems, as the conventional Gaussian

filters do, especially when we think of the spatial distribution of

the local blending ratios as a signal defined over the screen space.

Taubin’s smoothing consists of alternating shrinking and expanding
teps, which can be formulated as follows: 

′ 
i 
= αi + λ

{ ( ∑ 

j∈ N i 
α j / | N i | 

) 

− αi 

} 

and 

′′ 
i 

= α′ 
i 
+ μ

{ ( ∑ 

j∈ N ′ 
i 

α′ 
j / | N 

′ 
i | 
) 

− α′ 
i 

} 

, 

(13)

here 0 < λ < −μ. The first equation corresponds to the shrinking

tep, which updates αi to α′ 
i 
, and the second equation represents

he expanding step, which replaces α′ 
i 

with α′′ 
i 

. Note that | N i | and

 N 

′ 
i 
| represent the sizes of the neighbors around v i at each step. See

31] for possible choices of λ and μ. We employed the parameter

etup proposed in [32] among the possible choices. By applying

his two-step smoothing operation, we can obtain a network lay-

ut that is more compact and closer to the original force-directed

ayout, as shown in Fig. 8 (c). 

.3. Selecting nodes in the neighborhood 

The last technical issue we have to consider is how to select the

eighbor nodes in the smoothing process described above. In our

pproach, we prefer to collect spatially close neighbors instead of

opologically adjacent ones, because node labels that are closer to

he current node are more likely to collide with that of the current

ode. A natural solution is to collect neighbors within a specific

adius around the current node. Although we tested this solution,

he number of neighbors considerably varies according to spatial

ensity, and it can become zero in cases where the current node

s considerably isolated from others. 

Thus, we select the k -nearest neighbors at each network node,

s shown in Fig. 9 . Throughout this paper, we empirically set k =
 , because this setup produces relatively stable results. As for the

istance metric, we again employ the anisotropic version of the

hebyshev distance as our distance metric. 

Fig. 8 (c) and (d) elucidate the difference between the Euclidean

nd Chebyshev distance metrics in this context. The comparison

hows that the Chebyshev distance looks better here because it
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an successfully spare the horizontally elongated labeling space

round the network nodes and keep the entire network layout

ore compact in the end. Fig. 7 (c) and (d) show another compar-

son between one-step Laplacian smoothing and Taubin’s two-step

moothing with the Chebyshev distance used for exploring the k -

eighbors. In this case, we can visually confirm that the two-step

moothing maximally retains the original layout produced by the

orce-directed approach. 

. Extension to clustered networks 

This section presents the extension of the aforementioned

ode-labeling approach to clustered networks. It is now common

o extract meaningful small communities in the network as a pre-

rocess by evaluating the significance of the network nodes and

dges, especially when the network is relatively large in size and

ts layered structure is unlikely to be clear from the beginning. This

uggests that it is important to annotate this type of clustered net-

ork while maximally retaining its overall layouts, although doing

o becomes more difficult primarily because we have to fit the en-

ire network within a limited screen space. In our implementation,

e first compose the aggregated version of the network by con-

racting the nodes in each cluster into a single node. We then dis-

ribute the network nodes in each cluster in the neighborhood of

he corresponding contracted node. Finally, we spare the labeling

pace around the individual nodes while distributing the nodes of

he aggregated network uniformly in the screen space. 

.1. Contracting clusters of network nodes 

First, we perform a cluster analysis of the network to represent

t in a hierarchical fashion. For this purpose, we need to evalu-

te the contribution of the respective network primitives such as

odes and edges and then extract a set of meaningful clusters

y referring to each primitive’s level of contribution. As for the

mount of contribution, we employ the edge betweenness cen-

rality, which is defined as the degree to which the edge serves

s a part of every shortest path over the network. We compute

he edge betweenness centrality of the given network using algo-

ithms developed by Brandes [33] and cut out the edges if they

ave larger betweenness centrality weights than some threshold.

n our implementation, the corresponding threshold is carefully se-

ected using a binary search of the sorted list of edge betweenness

entrality weights of the network, in such a way that the individual

ecomposed clusters contain approximately 10 nodes on average.

ig. 10 (a) shows an example in which the edges colored in orange

tay connected after the network decomposition based on the edge

etweenness centrality, which means that the orange edges have a

ower centrality value than the selected threshold. 

After decomposing the entire network into clusters, we com-

ute the barycenter of each cluster as its representative position

nd contract the cluster to a single node, as shown in Fig. 10 (b).

imultaneously, we connect a pair of such contracted nodes with

 link if the clusters in the corresponding pair share at least one

dge in the original network. This contraction step allows us to

elineate the backbone structure inherent in the given network

hrough the network clustering process. The aggregated version of

he network will be used as a starting point for spatially rear-

anging the given network while maximally respecting its clustered

tructure, which was obtained through the edge betweenness cen-

rality computation. Note that in this clustering process, we can

mploy different edge weights, including other types of centrality

easures, according to the requirements and preferences associ-

ted with the visual analysis of the network data. 
.2. Hierarchical layout of clustered networks 

Our next step is to rearrange the aggregated version of the net-

ork so that we can properly arrange the entire network within

he screen space. In our implementation, we simply apply the con-

entional force-directed approach to the aggregated network, as

hown in Fig. 10 (c), while also permitting users to optionally re-

ocate the contracted nodes as they like in our prototype system.

fter having improved the aggregated network layout, we restore

he connectivity of the original network by referring to the aggre-

ated version. This is accomplished by replacing each contracted

ode with original network nodes in the corresponding cluster and

andomly distributing them within a small neighborhood of that

ontracted node, as shown in Fig. 10 (d). 

To further improve the layout of the clustered network, we

gain apply the force-directed approach but we apply it individu-

lly to each cluster of nodes, as shown in Fig. 10 (e). This hierarchi-

al layout is achieved by first applying the conventional repulsive

nd attractive forces to the nodes in the respective clusters and

hen transforming them under the constraint in such a way that

heir barycenter always coincides with the position of the corre-

ponding contracted nodes in the aggregated network. Note that

his constraint will be retained in the remainder of this hierarchical

ayout of the network. In this process, we do not take into account

epulsive forces between the nodes if they belong to different clus-

ers. Moreover, the original length of the spring is again set to be

nversely proportional to the number of network nodes within the

creen space, and the length thus becomes smaller when we re-

lace the aggregated network with the original one. 

.3. Labeling nodes of clustered networks 

At this point, we are ready to annotate the nodes of the clus-

ered network while preserving its overall layout and avoiding mu-

ual overlap between the labels. This is again implemented by in-

roducing centroidal Voronoi tessellation as the space-partitioning

echnique; however, this time, it is introduced to both the original

nd aggregated networks. Fig. 10 (f) shows the starting state of the

oronoi tessellation associated with the aggregated network lay-

ut, in which each site that contains one contracted node together

ith the original nodes in the corresponding cluster is drawn in

 different color. In our implementation, we apply the aforemen-

ioned smoothing approach to the individual nodes of the original

etwork. By contrast, we simply just increment the blending ra-

ios of the contracted nodes in the aggregated network on a step-

y-step basis when the labels of its corresponding member nodes

ave overlap with others. This is because the number of contracted

odes in the aggregated network is originally small and smoothing

heir blending ratios is of no use. It should be remembered that we

lso maintain the constraint imposed on the nodes in each cluster

y applying the same amount of displacement to them every time

e rearrange the nodes in the two networks. Fig. 10 (g) illustrates

he final state of the space partitioning associated with the aggre-

ated network, and Fig. 10 (h) presents the corresponding layout

f the annotated network. We can confirm from the results that

he final layout of the annotated network maintains the clustered

tructure of the original layout while successfully avoiding mutual

verlap between the annotation labels. 

. Experimental results 

This section presents examples of annotated network layouts

nd compares between networks of four typical topological types,

ollowed by a discussion of the potential limitations of this ap-

roach. Our prototype system has been implemented on a desk-

op PC with 3.5 GHz 6-Core Intel Xeon E5 CPU and 32GB RAM,
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Fig. 10. Labeling the clustered network representing social relationships between dolphins [3] . (a) A clustered network layout based on edge betweenness centrality. (b) An 

aggregated network where each node corresponds to a cluster of nodes. (c) The force-directed layout of the aggregated network. (d) Nodes in each cluster are randomly 

arranged within the neighborhood of the corresponding contracted node. (e) Nodes in each cluster are rearranged using the force-directed approach while keeping their 

barycenter identical with the corresponding contracted node. (f) Voronoi cell decomposition associated with the aggregated network. (g) Rearranged cell decomposition after 

hierarchically applying adaptive blending to both the original and aggregated network. (h) Finalized layout of the annotated clustered network. 

Fig. 11. Visualizing the “b124” network data ( | V | = 79 , | E| = 281 , 1024 × 1,024 pixels). (a) A layout obtained using the force-directed algorithm (T = 39.64 s, O = 1.20%). 

(b) A layout obtained by adaptively blending the force-directed layout and centroidal Voronoi layout individually with respect to the network nodes. (T = 1.35 s, O = 0.00%). 

(Our approach) (c) A layout obtained by uniformly blending the force-directed layout and centroidal Voronoi layout over the network. (T = 14.51 s, O = 0.00%). (d) A layout 

obtained using centroidal Voronoi tessellation (T = 33.90 s, O = 0.00%). Note that the layouts in (b), (c), and (d) are transformed from that in (a). 
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and its source code was written in C ++ using boost graph li-

brary (BGL) for handling network data, OpenGL for graphics ren-

dering, and Qt for system interface. We have equipped our system

with an interface for selecting a subset of nodes in order to an-

notate them and for dragging the nodes to specific positions. Fur-

thermore, additional forces applied to nodes around the bound-

ary of the screen space in such a way that they can stay within

that space if they are annotated with text labels. Datasets available

at GraphViz ( http://www.graphviz.org/) have been incorporated in

our experiments. 

7.1. Network layout examples 

Fig. 11 shows how our approach can improve the readability

of the annotated network by adaptively blending the forces ex-

erted by the force-directed approach and centroidal Voronoi tessel-

lation. Fig. 11 (a) represents a conventional force-directed layout of
he “b124” network, and Fig. 11 (d) corresponds to that obtained by

entroidal Voronoi tessellation. We cannot avoid unwanted overlap

etween the text labels as shown in Fig. 11 (a). In Fig. 11 (d), by con-

rast, the text labels are more likely to be horizontally or vertically

ligned, which causes distracted edge overlaps in the visualization

f annotated networks. Fig. 11 (b) and (c) are the intermediate lay-

uts, in which the single unique ratio is employed to blend the

wo layouts in Fig. 11 (c), and blending ratios are individually as-

igned to all the nodes in order to adaptively interpolate between

he two layouts in Fig. 11 (b). The results indicate that the layout in

ig. 11 (b) is more aesthetic because it can locally retain the origi-

al force-directed layout around the nodes that still have sufficient

abeling space. Unfortunately, however, the layout in Fig. 11 (c) be-

omes similar to that in Fig. 11 (d) if it cannot find sufficient label-

ng space around the nodes, and thus degrades the readability of

he network data. Note that in the caption for Fig. 11 , T and O indi-

ate the computation times (in seconds) and percentage of overlap

http://www.graphviz.org/)
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Fig. 12. Visualizing the “b106” clustered network data ( | V | = 104 , | E| = 230 , 1024 × 1024 pixels). (a) Clustering the network using edge betweenness centrality. Orange edges 

are those contained in the individual clusters. (b) Force-directed layout of the aggregated network, in which the nodes correspond to the respective clusters. (c) Hierarchical 

representation of the force-directed clustered network (O = 14.74%). (d) Finalized layout of the clustered network obtained through centroidal Voronoi tessellation (T = 

26.80 s, O = 0.00%). 

Fig. 13. Visualizing the “b143” network data ( | V | = 135 , | E| = 366 , 1024 × 1024 pixels). (a) A layout obtained using the force-directed algorithm. (b) A layout obtained 

using the algorithm proposed by Gansner et al. [18] . (c) A layout obtained using our approach, in which we adaptively blend the force-directed layout and that obtained by 

centroidal Voronoi tessellation (T = 37.87 s, O = 0.00%). (d) A layout obtained using centroidal Voronoi tessellation only. 

Fig. 14. Interactively annotating the “b102” network data ( | V | = 302 , | E| = 611 , 1024 × 1024 pixels). (a) Activating text annotations by selecting a subset of nodes using 

rectangular selection. (b) Cluster analysis of the network while the selected nodes are annotated with text labels. (c) Hierarchical layout of this partially annotated clustered 

network. (d) Finalized layout of annotations associated with the selected subset of nodes (T = 83.57 s, O = 0.00%). 
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ith respect to the total area of labels, respectively. We use the

ame notation throughout the remainder of this paper. 

Fig. 12 demonstrates how we can arrange the clustered version

f the annotated network “b106.” In this scenario, as described ear-

ier in Section 6.1 , we first decompose the entire network into sev-

ral clusters by referring to the betweenness centrality value of

ach network edge ( Fig. 12 (a)). We then compose the aggregated

etwork by contracting the nodes and edges contained in each

luster into a single node ( Fig. 12 (b)). After obtaining the force-

irected layout of the aggregated network, we resolve each cluster

nto its component nodes while clarifying the characteristic struc-

ure of the original network ( Fig. 12 (c)). Even in this case, we can

uccessfully incorporate the space-partitioning technique to com-
letely eliminate the label overlaps while maximally preserving the

xisting hierarchical network layout ( Fig. 12 (d)). 

Fig. 13 provides a comparison with the network layout cal-

ulated using a previous approach. The algorithm developed by

ansner et al. [18] makes it possible to transform the conven-

ional force-directed layout presented in Fig. 13 (a) to that pre-

ented in Fig. 13 (b). In fact, their algorithm can successfully elim-

nate the mutual overlap between the annotation labels by insert-

ng additional space around the nodes. Nonetheless, the size of

he newly introduced space often becomes redundant because it

trictly preserves the relative positioning of network nodes and

dges and thus cannot maximize the space coverage of the screen

pace. Compared with this previous method, our approach plausi-
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Fig. 15. Comparison between four typical types of nonclustered networks (1,024 × 1,024 pixels). First row: Force-directed layouts. Second row: Layouts obtained by cen- 

troidal Voronoi tessellation. Third row: Layouts obtained by blending two layouts uniformly with respect to the nodes. Fourth row: Layouts obtained by blending two layouts 

adaptively with respect to the nodes. 
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bly seeks a better compromise between the layout obtained by the

force-directed approach ( Fig. 13 (a)) and that obtained by centroidal

Voronoi tessellation ( Fig. 13 (d)), as shown in Fig. 13 (c). 

Our system also provides us with a means of interactively turn-

ing on/off the text labels by selecting the corresponding network

nodes. Accordingly, Fig. 14 (a) shows a case in which we are about

to select a subset of nodes for annotation using rectangular selec-
ion. At the same time, we conducted a structure analysis of this

etwork by computing the betweenness centrality value for each

dge and decomposed the entire network into several clusters, as

hown in Fig. 14 (b). After clarifying its hierarchical structure by

pplying the force-directed approach to this clustered network, as

hown in Fig. 14 (c), our technique can successfully spare labeling
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Fig. 16. Comparison between four typical types of clustered networks. First row: Force-directed clustered layouts. Second row: Aggregated network layouts obtained by 

contracting the clusters into nodes. Third row: Hierarchical layouts of annotated clustered networks. Fourth row: Finalized layouts of annotated clustered networks. Note that 

the aggregated network layout of the small world network has been manually designed with the interface of our system. 

s  

t

7

 

c  

w  

b  

i  

F  

t  

a  

d  

t  

fi  

s  

t  

c  

n  

u

pace around the selected subset of nodes by fully taking advan-

age of the screen space, as illustrated in Fig. 14 (d). 

.2. Comparison between four typical types of networks 

To evaluate the feasibility of our approach, we tested four typi-

al network types; banana trees, random networks, scale-free net-

orks, and small world networks. We also applied our approach to

oth nonclustered and clustered networks to expose the difference

n their layouts according to the type of network representation.

ig. 15 presents a comparison between the layouts of four nonclus-
ered annotated networks. Our approach can establish a reason-

ble compromise between the layout obtained through the force-

irected approach and that obtained through centroidal Voronoi

essellation, and it can thus successfully maintain the overall con-

guration of force-directed layouts while sparing sufficient labeling

pace around the respective nodes. As for the comparison between

he four types of networks, our approach can illuminate the con-

entric structure inherent in the banana trees even when they are

ot hierarchically rearranged. However, it cannot fully reflect the

nderlying structures in the other three types of networks. 
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For the clustered networks, our approach provides an additional

means of controlling the overall network layout. Fig. 16 presents a

comparison in which clustered networks of the four typical types

are annotated with text labels. In this case, we computed the be-

tweenness centrality of the network edges first and then decom-

posed the networks into several clusters as a preprocess, as shown

in the first row of Fig. 16 . This network analysis helps us com-

pose aggregated versions of the networks, as exhibited in the sec-

ond row. After this step, we recovered the original network topol-

ogy while respecting the layouts of the aforementioned aggregated

networks, as presented in the third row, and augmented labeling

space around the nodes until all the labels were placed without

distracting overlaps, as shown in the fourth row. In this case, we

first delineated the backbone structure of the respective networks

as aggregated forms, and as a result the placement of text labels is

more likely to reflect the underlying structure hidden behind the

networks. For example, we can explicitly extract concentric sub-

networks from banana trees, hub nodes from scale-free networks,

and sparse backbone networks from small world networks, as il-

lustrated in Fig. 16 . The placement of node labels provides a bet-

ter outline of such backbone structures of the respective networks.

Furthermore, the aggregated representation provides us with more

flexibility in properly arranging entire networks within a limited

screen space. 

7.3. Discussion 

Of course, the number of labels that can be placed basically de-

pends on the availability of the screen space. However, placing an

excessive number of annotation labels usually results in network

layouts that are quite close to those obtained directly by centroidal

Voronoi tessellation. This inevitably degrades the quality of net-

work layouts, because edges are more likely to overlap with each

other. Furthermore, this covers the majority of the screen space

and thus hides the connectivity among the network nodes behind

the text labels, which again lowers the readability of the annotated

network layouts. Inferring a reasonable number of labels while es-

tablishing a better compromise between the amount of annotation

and network readability is an important issue. 

It is cumbersome to better control the ratios for blending the

multiple network layouts, especially around the boundary of the

screen space, because we adaptively change the ratio at each node

by referring to those of the nodes in its local neighborhood. In

practice, Voronoi cells around the boundary sometimes take up

relatively large amounts of space, primarily because the changes

in the blending ratios are not fully propagated to the rest of the

network nodes. In this case, we can replace the two-step Taubin’s

smoothing with the single-step Laplacian smoothing in order to

distribute such changes more broadly. However, this replacement

will result in another problem: we cannot fully retain the original

force-directed layouts. A more sophisticated scheme for updating

blending ratios, possibly based on the hybrid formulation combin-

ing the Laplacian and two-step smoothing, may solve this technical

problem. 

Aggressively allowing more systematic user intervention is one

of the promising solutions for editing annotated network layouts.

For example, users can freely specify the range of labeling space

within the screen space to properly control the placement of text

labels. Asking users to select subsets of important nodes for an-

notation is a practical approach, especially for handling networks

with a large number of nodes. Automatically selecting of such im-

portant nodes by referring to the network topology will be also

helpful. Accelerating the overall computation, probably with the

help of GPUs, will be in high demand in interactive environments

as well. 
. Conclusion 

In this paper, we have presented an approach for properly an-

otating network nodes by exploring a compromise between the

ayouts obtained by the conventional force-directed approach and

entroidal Voronoi tessellation. The primary advantage of our tech-

ique is its capacity to effectively eliminate unacceptable over-

aps among annotation labels while maximally retaining the ini-

ial layout of the network generated by the conventional force-

irected approach. This can be accomplished by adaptively adjust-

ng the ratio at each node in order to blend the aforementioned

wo forces according to the availability of its surrounding label-

ng space first, and then smoothing it out with those of its spa-

ial neighbors through the shrinkage-free filter. We have further

dvanced our approach by extending our target from simple net-

orks to clustered ones, so that we can explicitly visualize their

nferred hierarchical structures. 

Future research could investigate more sophisticated control

ver the blending ratios at the respective network nodes in order

o further accelerate the annotation of large-scale networks. Incor-

orating more manual intervention in order to systematically guide

nnotated network layouts could also be an interesting subject for

uture research. 
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